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1 PROBLEM OVERVIEW AND BACKGROUND

Network administration has become an extremely complex task. As
wireless devices have become more commonplace, along with var-
ied resources such as web servers, storage devices, autonomous sen-
sors, and printers, the network becomes more dynamic and it becomes
harder to keep track of all the machines and users present. This be-
comes even more pressing when a user engages in deceptive practices
for the purposes of launching an attack on the network resources. Such
users deliberately obfuscate their identity, creating a level of uncer-
tainty about the network. Most networking tools characterize trends in
variables of interest with assorted two-dimensional statistical graphics
and node-link diagrams. Users are often forced to navigate through
various contextual combinations during the process of inspection, in-
vestigation, or hypothesis testing. While network monitoring and ex-
ploration tools abound, few visualize uncertainty in a complex network
administration task.

There are clear benefits to having an accurate map of a given com-
puter network. Applications of a network map include capacity anal-
ysis, maintenance and operation, and empirical threat detection. One
way to determine the layout of a network is to actively probe each net-
work component using information gathering packets. Unfortunately,
there is no guarantee that a component will act accordingly when it
receives a specific packet. A component could choose to dismiss the
request, or worse, it could return bad information. Moreover, it can be
expected that no detailed information can be obtained beyond a proxy
server, and so the structure of a remote subnet will be completely un-
known to the source machine. Passive monitoring suffers from many
of the same problems as actively probing, but may minimize defensive
mechanisms intended to prevent disclosure.

Regardless of the approach, network design patterns are often de-
liberately obfuscated for security reasons to the point of introducing
deception and denial. Thus, in practice, a given network can be as-
sumed to be stochastic and Byzantine. Therefore, an analytical ap-
proach is required to determine additional information, and this in-
formation would be associated with a degree of confidence. Each
attribute gathered to assemble a network model is paired with some
confidence value. If a second model gathers overlapping information,
some attributes will begin to accumulate multiple confidence factors.
However, the deception practices noted above could easily lead to in-
accurate attribution of the certainty of data gathered or synthesized
by any particular model. Further, there is implicit dependency in net-
works, which means that uncertainty propagates through the network
analysis, further complicating visual tools to represent uncertain data.

A data-centric network view allows a user to focus on statistics for
a selected network node, while a topology view shows cluster or net-
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work activity [7]. Dynamic networks need a temporal dimension, but
this may be represented in glyphs rather than the dimension [5]; this
work focused on “ego networks” (node of interest and its immedi-
ately adjacent nodes) and scalability, but not uncertainty. Comparing
ego networks was done by a “bullseye” visualization using polar map-
ping of graph attributes in which graphical parameters separated node
types. Parallel coordinates were used to visualize node uncertainty,
with fisheye filters, coordinated multiple views, and brushing to help
explore the space. Have Green [8] used an adjacency matrix to sup-
port uncertainty in queries on graphs. The Query Graph Visualizer [2]
showed node-link diagrams with nodes representing queries and edges
weighted by the degree of relationship between queries.

Zuk and Carpendale [9] analyzed a number of examples of uncer-
tainty visualization in light of perceptual and cognitive principles. We
add some observations that reflect these principles. Intensity in digi-
tal displays is perceived as continuous, but line width is too small in
size to have the resolution to be perceived as continuous. Shape is in-
herently discrete. Our end users (network administrators) have strong
mathematical backgrounds but not necessarily experience with reason-
ing under uncertainty. They monitor networks in which users behave
as expected or (either unintentionally or intentionally) in ways that are
disruptive. Response time to disruptive behavior is paramount.

2 USE CASES

We discuss two use cases in the area of network administration, not
to limit the scope of the problem or the visualizations, but rather to
present scenarios with different goals and types of uncertainty.

2.1 Network Structure and Membership

Understanding what devices are on a network is an easy task when
the network is small, but the problem can quickly grow as the physi-
cal locations become more distributed and users are given authority to
connect new devices. The latter case is common in the administration
of a publicly-accessible wireless network. Our domain analysis named
three entities on which uncertainty may exist in various forms: nodes
(actors on the network), edges (connections between nodes), and sub-
nets. Uncertainty exists for all these types. Nodes have a variety of
categorical (e.g. type), discrete (number of users or peripherals), and
continuous variables (bandwidth, trust, et al.). Similarly, edges have
categorical properties such as connection (existence) and communi-
cation protocols used. A discrete measure would be the number of
sessions in which it is participating. Continuous measures include la-
tency and bandwidth. Figure 1 shows the mappings offered to our
subject matter experts. Our mappings of the above variables reflect
the principles stated above: node type with shape, number of users by
border width, trust by fill intensity, number of sessions with chevrons,
unresponsiveness with a box glyph and the time passed with satura-
tion of the box, and latency with the density of arrow glyphs along the
edge. One can see that the glyphs sometimes overlap. We do not ex-
plicitly avoid this, owing to the expected rarity of complete occlusion
of a glyph that is vital to understanding. We do, however, ensure that
the chevron glyph be in front, since it is likely to be more rare and is
less dependent on its identical neighbors than the arrow glyph.



Fig. 1. We selected graphical attributes matched in continuous versus
discrete nature to uncertainty variables.

Fig. 2. Left : a node-link diagram is built in a scatterplot of intent and his-
tory (vertical). The red node is marked as suspected of deceptiveness.
Right : Two nodes are fully connected (purple) to nodes in communica-
tion with the suspected node, raising suspicions about the behavior of
these two (red) nodes. Note that neither communicates directly to the
originally-suspected node.

2.2 Network Disruption

Analytical tools are beginning to emerge that enable an administrator
to analyze network traffic and potential threats, as well as visualize the
results or alerts [4, 6]. We describe a use case in which these analyti-
cal tools can be helpful in a visual representation of the network. Our
subject matter experts divide the analytical metrics about actors on a
network into two broad categories: intent and history. The first dimen-
sion denotes a measure that separates malicious behavior from other
actions that can disrupt network performance through (for example)
honest mistakes or naı̈ve applications. The second dimension denotes
any variable with a temporal dimension that can be used to mitigate
the understanding of an alleged bad behavior. These two dimensions
become the domain of a scatterplot. With the space defined, we now
need to determine what content that domain has. A difference for our
application from previous work is that the ego network is necessary,
but often not sufficient to diagnose the source of the network disrup-
tion. Thus we use the confidence score of the intent to determine which
nodes will be shown in the scatterplot. This reflects the uncertainty in
the intent variable and gives the user control (scrollbar in Figure 2) of
the number of nodes for which the problem diagnosis is considered.

By applying analytical tools such as Probabilistic Similarity
Logic [1] (PSL), we can assist the administrator in reasoning about
what is happening in this network. If we look for similarity of connec-
tions, we can understand what is happening. Figure 2 (left) shows the
ego network of the suspected (red) node; this is a case in which the ego
network is not sufficient. We apply PSL to see what other nodes are
communicating with the ego network. Figure 2 (right) shows that two
other nodes are fully connected to the same set of nodes; these nodes
could be controlling the disruptive event and casting blame onto the
initially-suspected member of the network.

3 DISCUSSION

Open-source tools like Wireshark http://www.wireshark.
org/ or Nagios http://www.nagios.org/ provide a GUI to
help a user understand captured network traffic (a passive listen-
ing approach). A stream of packets captured from a network in-
terface are listed chronologically, as they arrive. The entries in the
list are highlighted by color, using protocol and other metrics (e.g.
corrupted packets). The user can filter by protocol, TCP stream,
and other keywords. The user can also click on any packet to see
detailed information about it in a seperate panel. For a more vi-
sual representation of this information, there is a multi-view appli-
cation called Cascade Pilot http://www.riverbed.com/us/
products/cascade/cascade pilot.php. This processes in-
formation in network traces to create a series of views. New views can
be created interactively by selecting elements within the current views
and drilling down to understand the traffic of specific hosts. The views
include bar charts, line charts, pie charts, and a circular IP or MAC
address conversions graph. Cascade Pilot works in conjunction with
Wireshark to view the details of each packet. Similarly, products such
as HP OpenView provided node-link diagrams with basic information
about a known network’s structure.

What we have presented to this point is a preliminary design; we
are beginning the iterative process of refinement with our subject mat-
ter experts. One irregularity we note in the visual design is that we
created intensity mappings with high brightness implying a high value
and other mappings with high brightness implying a low value. Con-
sistency in this aspect of the visual representations would likely serve
the users better. A natural concern with the resulting layout is that
edges could cross arbitrarily and create a cluttered graph. We plan to
apply edge bundles [3] to mitigate this problem. Both the grouping of
edges and the curving of edges around other nodes will help reduce
the clutter in the layout of the graph created through the scatterplot.

Our central thesis is that a tool in the spirit of visual analytics will
make it easier for network administrators to reason about the analytical
outputs about a network when explicitly shown representations of the
uncertainty associated with them. As noted in the network disruption
use case, since the propagation of uncertainty can be a critical element
in real scenarios, we feel that uncertainty visualization can assist in the
analytical process.
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